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Abstract
Blockchain includes distributed records that are immutable and transparent through replicating among public or private
networks. The open-source Ethereum is one of the emerging blockchain platforms featuring smart contracts. The private
Ethereum has been obtaining interest due to its applicability in various applications, including the Internet of Things (IoT).
Hence, understanding and quantifying blockchain performance is crucial to facilitate the blockchain application. In this
paper, assuming IoT scenarios, we conduct an experimental study to investigate various performance parameters of private
Ethereum networks. Initially, we clarify the latency processes according to the transaction lifecycle (i.e., transaction-oriented
and block-oriented latency) and measure them in different deployments. Then, we track and report the performance of
blockchain nodes during the processes of utilizing transaction. Our deployment networks include an indoor IoT blockchain
network (i.e., with a laptop and several Raspberry Pi 3b+ (RPI 3b+)) and a private blockchain over the cloud. In both cases,
we write and deploy a smart contract to read and write data to the blockchain and measure the performance in various
scenarios. The experiment results reveal not only the blockchain node’s performance but also the latencies-hop correlation,
as well as the latencies’ relation in different workloads. Notably, the latency values in the cloud deployment latency strongly
depend on Round Trip Time (RTT) between the blockchain nodes.
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1 Introduction

Blockchain technology has been gaining popularity with
various applications, such as finance [18], healthcare [28],
and the Internet of Things (IoT) [29]. A blockchain network
is a distributed ledger, which can be replicated and shared
among its nodes. Blockchain networks are transparent
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because any node can view all historical records. The
records are immutable because they are reserved eternally
under 51% rule [3]. Thus, we can build a network that
allows nodes to share information without pre-trusting
each other using blockchain. All information submitted
to a blockchain is moduled in transaction format. The
mining nodes, which maintain a full copy of the historical
transactions and blocks, can generate new blocks by
verifying new transactions with the proof-of-work (PoW)
consensus protocol. The blockchain networks are divided
into two categories: public and private. The former is
known as a “permissionless” network, to which anyone can
join and leave unrestrictedly. On the contrary, the latter
is a “permissioned” network, where the nodes need to be
permitted by an administrator to join the network [27].

The open-source Ethereum is one of the most popular
blockchain platforms [11]. On the one hand, the public
Ethereum network (i.e., the Mainnet) is associated with
the Ether cryptocurrency (i.e., similar to the well-
known Bitcoin [7]). On the other hand, Ethereum allows
users to deploy a private block network with a self-
configured genesis file. Ethereum has smart contracts that
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are automatically executed computer programs without
external trusted authority. The execution of smart contracts
is in the Ethereum Virtual Machine (EVM), in which
transactions activate the operations. Once a node receives
a new block, it verifies and runs functions triggered by the
inside transactions. The blockchain mechanism ensures the
execution outcomes are the same across nodes among a
blockchain network.

The private Ethereum shows a substantial potential
for the IoT system, which includes a group of devices.
The devices typically cooperate and share information
via wireless communication. In such a context, the smart
contracts, which are immutable and transparent, can allow
the sharing of information among trustless IoT nodes.
Those characteristics significantly improve the IoT devices’
cooperation [22]. Besides, the blockchain can extend the
scalability of the IoT system with the distribution of records.
It hence avoids a single point failure that is caused by the
decentralized nature. One of the promising IoT applications
for private Ethereum is in smart-home scenarios [20, 23],
which allows home appliances to store, share or modify
states cooperatively. Moreover, in some IoT applications,
the devices from different geographical locations may need
to cooperate over the Internet (via various cloud computing
infrastructures) [25]. Therefore, it is crucial to understand
the Ethereum performance for those scenarios.

This research introduces a new method to investigate the
private Ethereum blockchain’s performance by experimen-
tal study. This research’s uniqueness first includes clarifi-
cation of two propagation steps, which are the transaction-
oriented and block-oriented latencies, in an indoor testbed
and an Ethereum deployment over Google Cloud Plat-
form (GCP). Moreover, we introduce a set of lightweight
monitoring tools, which effectively gather the performance
parameters of devices running the blockchain node in the
two deployments. More specifically, the testbed includes
a laptop and four Raspberry Pi 3b+ aiming to mimic a
home-based IoT application. In the case of GCP deploy-
ment, we deploy three virtual machine instances distributed
on different continents. In each case, the network nodes
form a private Ethereum blockchain network wherein there
is a preloaded smart contract to read and write strings to
the blockchain. We measure the dissemination of writing-
related transactions in a baseline and a realistic scenario
following the new latency definition. Simultaneously, we
use the monitoring tool to collect the blockchain node’s
performance metrics such as CPU, disk usage, memory
usage, and network throughput. The delay measurement
results show that the latency increases proportionally to
the hop number in the indoor testbed’s realistic scenario.
Besides, the transaction-oriented latency is lower than the
block-oriented latency when the number of transactions is

small. The opposite is observed when the number of trans-
actions is relatively large. The total latency (without the
mining time) indicates that the system spends an average of
63.92, 117.39, 172.38, and 229.21 milliseconds to propa-
gate a single transaction effectively in one, two, three, four
hops, respectively. In GCP, we observe the single-hop trans-
mission over long-distance on the private blockchain. The
measurement results are highly associated with the Round
Trip Time (RTT). In all experiments, our monitoring tool
well captures the performance metrics.

The remainder of the paper is organized as follows.
Section 2 presents related works. In Section 3, we
introduce the background of information propagation
protocols in Ethereum network. In Section 4, we present
our methodologies of two procedures of latency and the
constitution of the monitoring pattern in this work. Section 5
describes the experiment setting and evaluation results.
Finally, Section 6 concludes the paper.

2 Related work

The current IoT is constructed on a central server model, in
which all devices have to connect to the server to ensure the
authentication and communication [5]. The model may have
issues, for example, when dealing with scalability. Thus, it
is essential to transfer a centralized model to a decentralized
one [5]. The blockchain technology is attractive as one of
the candidates for decentralizing IoT systems. In [15], the
author discusses the possibility of blockchain to strengthen
IoT. The work in [16] provides a comprehensive review and
analysis of blockchain solutions for the IoT systems. It also
shows the potential of integrating blockchain and IoT to
solve current IoT issues.

There have already been many interested in combining
the blockchain and IoT aiming to accelerate their adoption
speeds [13]. In [14], the authors described a survey of
the state-of-the-art combinations between the technologies.
The blockchain enables a distributed peer-to-peer (P2P)
network in which nodes don’t need to trust other nodes
through a trusted third party. This feature means that the
nodes can reach a reconciliation faster and potentially
increases the network scalability. Moreover, the utilization
of smart contracts makes it possible for researchers and
developers to fulfill the different demands of the IoT. With
smart contracts, IoT devices can run multi-step processes
automatically in a distributed method.

Up to date, there are many applications in which the
blockchain has been beneficial for IoT networks. In [24], the
authors proposed to use Ethereum to manage IoT devices.
However, they only show proof of concept in a scenario
with a limited number of IoT devices. In [20], the authors
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presented an overview of the private Ethereum blockchain-
based smart home system (SHS). The SHS is defined
as an integration of home appliances and sensors, which
obtain and share information for each other. The presented
SHS used a smart home miner to manage the private
blockchain, and several non-mining sensors to deliver data
to local storage. In [23], the authors presented a more
realistic smart home application with a private Ethereum
blockchain, which composes of four major components
(i.e., temperature and humidity sensors, a smartphone-based
visualization application, a RPI 3b, and a computer). The
RPI with sensors collects sensing data and calls a preloaded
smart contract. The computer was used to manage a private
blockchain. In both systems, there is always a computer
to maintain the blockchain network. That is because IoT
devices usually don’t have enough capacity to conduct
mining process nor store the full copy of the blockchain.
However, both works did not investigate the performance of
private blockchain. In [1] and [2], the authors introduce an
architecture of a smart home containing several local private
blockchain networks, which communicate with each other
through an elected cluster header (CH). Each CH mines
blocks and implement access control for its local private
blockchain network.

The latency and performance of blockchain platform
have been one of their most concerned shortcomings [21].
The work in [4] introduces an evaluation framework for
analyzing private blockchain performance, which divides
the blockchain into a four-layer modulo. The performance
is evaluated on each layer. [26] inherites [4]’s evaluation,
extends it with variations workloads. However, both the
works interpret the latency with the adoption of a single
node when the long-distance distributed nodes require a
significant time to propagate data. Many studies have
evidenced the performance of IoT nodes. [6] characterize
latency in the private Ethereum network in three transaction
life processes, which do not consider the distance among
different nodes. [30] propose a log-based real-time
framework to monitor Ethereum. In comparison, we have
more intuitive parameters.

Regarding latency in the blockchain network, there are
many interpretations of the definition according to different
scenarios. For a traditional payment blockchain system [7],
a transaction may need several blocks to be accepted to
the main chain depending on the attached transaction fee,
where the speed of generating blocks is essential. Latency
is explained as the mining time. In several papers, latency is
explained as the time between submitting a transaction and
the first confirmation of acceptance [17]. Because after the
first confirmation, the transaction becomes more convinced
to gain widespread adoption. While, for our distributed
IoT system, the network transmission latency can’t be
ignored. Both the first confirmation and authorized block

propagation are achieved on the long-distance transmission.
Unlike others, in [6], we initially present a method of
characterizing the latency of information propagation in the
private Ethereum blockchain. This paper extends the work
to include the IoT and the deployment on the Google cloud
platform. Moreover, we newly add the monitoring tools and
monitoring results.

3 Background

Ethereum blockchain is essentially a transaction-based state
machine [11]. The information of present state composes of
account balances, data of smart contracts, etc. Any nodes in
the blockchain network can submit transactions to modify
the state machine. The submitted transaction on a node
will broadcast to all other nodes. Each node maintains a
transaction pool (txpool) to keep all pending transactions.
A mining node will select some transactions from txpool to
form a block and reach a consensus with the PoW algorithm
[31]. After that, it will form and broadcast the block to other
nodes. All other nodes need to confirm the correctness of
the hash value contained in the block header. If the hash is
validated, the block will be appended to the local blockchain
database. When the block modification has been done by
most of the nodes, they will reach a consensus for the state
modification. Geth [9] is the official implementation of
Ethereum nodes. The nodes form the Ethereum blockchain
network following the P2P networking protocols named
DEVp2p [8]. Devp2p includes a node discovery protocol
and a RLPx transport protocol, which are based on UDP,
TCP, respectively (as shown in Fig. 1a).

3.0.1 Node discovery protocol

Geth implements its node discovery protocol based on
a Kademlia-like Distributed Hash Table (DHT) [19] for
efficiently locating and storing content in a P2P network. In
private Ethereum blockchain network, nodes are expected
to join the network manually by the administrator, the node
discovery protocol is used to routing peers. Every node keep
a 256-bit identity or “node ID” randomly generated from
Secp256k1 elliptic curve. The logical distance between two
nodes is defined as the bitwise XOR of two nodes ID (a and
b) as the following equation:

distance(a, b) = a ⊕ b (1)

Every node is also expected to maintain an Ethereum
Node Records (ENR) containing up-to-date information of
itself, including node ID, IP address, TCP and UDP port,
etc. Nodes keep information about other nodes in their
“neighborhood”. The information of neighbor nodes are
stored in a routing table. According to the integer value of
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Fig. 1 Transmission protocols
in Ethereum network

the distance, Ethereum divides the routing table to several
‘k-buckets.’ For each 0 ≤ i < 256, every node keeps a k-
bucket for nodes of distance between 2i and 2i+1 from itself.
The current protocol uses k = 16, which means every k-
bucket contains up to 16 node entries. The node entries are
sorted in an update order —most recently updated at the tail
and least recently updated at the head.

3.0.2 The RLPx transport protocol

The RLPx transport protocol is a TCP-based transport
protocol used for communication among Ethereum nodes.
Recursive Length Prefix (RLP) is a protocol to encode
arbitrarily nested arrays of binary data to serialize messages
in Ethereum. Based on RLP, RLPx enables nodes to transfer
encrypted, serialized data.

In RLPx, two nodes need to perform a two-phase
handshake to initialize the session before transmitting
essential messages. Figure 1b presents an overview of two
handshakes. The first handshake pertains to the exchange of
public keys that are used for the subsequent communication.
The subsequent messages are therefore encrypted and
authenticated. The second handshake pertains to the
negotiation on the subsequent capabilities with a Hello

message instantly after the first handshake. An RLPx
connection is established by creating a TCP connection
and agreeing on a pair of an ephemeral key for further
encrypted and authenticated communication. The process
of creating a session keys between the ‘initiator’ (the node
which opened the TCP connection) and the ‘recipient’ (the
node which accepted it) is the first handshake. The initiator
generates the ephemeral key with a shared secret and sends
an auth message containing the encrypted shared secret to
the recipient. The recipient decrypts and generates the same
key with the shared secret. Then it responds an auth − ack

message to the initiator. All messages following the first
handshake are framed.

After the ephemeral key is negotiated, both sides of
the connection send a Hello message or a Disconnect

message, which is considered the second handshake. The
Disconnect message Inform the peer that a disconnection
is imminent. The sender can append a single byte of reason
code in the message on this disconnection. Alternatively,
the Hello message exchanges their supporting capabilities
and the corresponding version. Two sides of nodes negotiate
which capability to use in the subsequent communication
with Hello messages.

3.0.3 Ethereumwire protocol

Based on the RLPx protocol, Ethereum utilizes different
capabilities in different clients or conditions. The most
widely used subprotocol is the Ethereum Wire Protocol
(ETH), which is used to exchange blockchain information
between “full” nodes. The Light Ethereum Subprotocol
(LES) is a protocol used by the “light” nodes, which
only download block headers and fetch other parts of the
blockchain on demand. It provides full functionalities of
safely accessing the blockchain. Clients running LES do
not mine blocks. Therefore they do not take part in the
consensus process. The Parity Light Protocol (PIP) is a
variation of LES for Parity Ethereum clients. We use the
ETH version eth/64 in this work. After the nodes agree
to use ETH, they need to exchange Status messages.
The Status message includes the Total Difficulty (TD)
and the hash of their latest block. A node, which has a
lower TD after exchanging the Status messages, will start
synchronization immediately.

Transactions are propagated with one or more
T ransactions messages. Nodes utilize the NewBlock,
and NewBlockHashes messages to propagate a new
block. The NewBlock message includes the full block,
which is sent to a small set of connected nodes (the square
root of the total number of peers). Other peers are sent with
a NewBlockHashes message, which contains the hash of
the new block. Those peers can request the block body with
GetBlockBodies message if they don’t receive it from
other nodes after a period of time.
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4Methodology

4.1 Latency characterization

In the scope of this research, we consider the IoT-based
application of the private Ethereum network. It is generally
that some IoT devices may not have enough capacity to
conduct the mining process. However, the mining process is
indeed essential for the blockchain. Therefore, we come up
with a scenario, as in Fig. 2, where a powerful node serves as
the mining one for several other nodes. The nodes establish
a blockchain network, which has a linear structure. In our
work, rather than using the node discovery protocol, we
create the connections manually. Node 1, which performs
the mining tasks for the pending transactions, generates
blocks for the other nodes. Except for Node 1, the other
nodes submit transactions and wait for outcomes from the
mining node. On creating a TCP connection between two
nodes, they exchange existent information in k-bucket and
initialize a blockchain connection on the ETH protocol.
Transactions and blocks are propagated along with the
blockchain connection, hop by hop.

We can present a lifecycle of a transaction following
the three steps, as shown in Fig. 3. The lifecycle indicates
the duration from the submitted moment to the time of
becoming effective. First, transactions are submitted to
the txpool, and then disseminated to the mining node.
Second, the mining node executes the PoW algorithm and
generates blocks. Note that the transactions involved in the
mining process are packed into blocks. Third, the blocks
are broadcasted and validated to all nodes in the blockchain
network.

After the validation, the transactions will finally be
efficacious. In this work, we intentionally ignore the
period of the mining process and focus on the other two
others, namely the propagation of transactions and the
propagation of blocks. As indicated in Fig. 3, we define
the leftmost process as transaction-oriented latency and the
rightmost one as block-oriented latency. The transactions
and blocks transmissions are triggered by T ransactions

and NewBlock messages, respectively. They are followed
by several steps implemented in Geth. We analyze the Geth
log at the highest verbosity to clarify the workflow of

the two processes in the private Ethereum network. The
definitions are presented as follows.

4.1.1 Transaction-oriented latency

In Ethereum, the workflow of transmitting a transaction
between a node and its peer is shown in Fig. 4. After
a transaction is submitted to a node, it is pushed into a
queue, waiting to be verified. When the node finishes the
verification (i.e., at the Promoted queued transaction

point), the transaction is submitted and added into the txpool
(i.e., at the Submitted transaction point). Afterward,
the node broadcasts the new transaction to its peer
in T ransactions message. The peer node first queues
the received transaction at the Pooled new f uture

transaction point. It then verifies the transaction after
the Promoted queued transaction point. Subsequently,
the transaction is added to the txpool of this peer. This
peer repeats the process to propagate the transaction to
the next peer. We define the transaction-oriented latency
as the interval between the submission moment in one
node and the promotion time in its peer. The transaction-
oriented describes the time consumption for a transaction
to be propagated in different hops. With a lower value of
the transaction-oriented latency, a submitted transaction can
reach the entire network quicker.

4.1.2 Block-oriented latency

The mining node selects transactions from txpool and packs
them into a block, which is then propagated to its peer.
Figure 5 shows the workflow of propagating a newly mined
block, which begins at the Mined potential block point.
Nodes in the network use the NewBlock message to send
the full block to its peers at the Propagated block point.
After the peer receives the block, the block is pushed into
a queue at the Queued propagated block point. The peer
imports the block at the Importing propagated block

point then starts to process it. To reach all the nodes as soon
as possible, the peer first passes the block to other nodes
(i.e., at the Propagated block point). At this moment, the
peer has already started repeating the block transmission
process to the next peer. Then the peer verifies the block

Fig. 2 The private blockchain
structure in this work
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Fig. 3 Lifecycle of transactions in Ethereum blockchain network

and inserts it in its local database at Inserted block point.
The block finished its lifecycle at the Imported new chain

segment point. The peer announces the ownership of the
block to avoid duplicating transmission. We define the
interval from mined a block to the import of the block
in one of the peers as block-oriented latency. The block-
oriented latency describes the time consumption for a block
to be propagated in different hops. A block contains several
verified transactions. After the block is propagated and
appended to a peer, those transactions are formally accepted
and come into effect. Thus, this latency describes how fast
a block outstretches the network.

4.2 Monitoring tools

We aim to monitor the performance parameters of the
devices running Ethereum implementation. Since the
monitoring method is expectedly lightweight, therefore we
exploit the Linux internal commands to get the performance
values. In the following, we introduce the performance
metrics as well as the associated tools.

Disk space usage: Ethereum full nodes have to keep
the entire historical transactions, blocks, and smart contract
codes to locally regenerate the state tire. That historical
information is permanently retained. Thus, Ethereum kept
them in a key-value LevelDB1 to disk space. Hence it is
worthy of investigating the disk usage. We use the Linux
tool named df2 to get the values of disk space usage.

Memory usage: Ethereum executes transactions and
changes the state tire in a specialized EVM,3 which is kept
in the memory space, along with pending transactions and
other ephemeral data. Therefore, the memory space relates
to the capacity of achieving blockchain functionalities.
Moreover, the execution of the JavaScript library also

1https://github.com/ethereum/leveldb
2https://linux.die.net/man/1/df
3https://ethereum.org/en/developers/docs/evm/

requires disk space and memory space for caching. The
memory usage value can be obtained with the free4 tool.

CPU utilization: It has been generally known that the exe-
cution of the PoW algorithm needs much more computa-
tional power. While the verification of transactions and blocks
also requires calculating hash functions. Therefore, besides
the miner, we also monitor the non-mining Ethereum nodes
over the CPU utilization. We use a bash script to capture the
CPU time statistics from the /proc/stat file two times
and then calculate the immediate CPU usage.

Network throughput : Ethereum nodes communicate
with each other continuously to exchange states, propagate
transactions and blocks through its underlying network. There-
fore, network throughput plays an important role in under-
standing the whole blockchain performance. We log and
read the accumulated bytes of data transmitted and received
from the /proc/net/dev file from the Linux system.

The above commands are composed to a file as the
monitoring pattern shown in Fig. 6. It is integrated with
the cron daemon on each device (i.e., in crontab), a time-
based Linux build-in scheduler utility, which can execute
the monitoring pattern periodically (i.e., every minute). This
monitoring pattern has a negligible impact on the running
blockchain system comparing with the remote procedure
call (RPC) based way as discussed later. Additionally,
the script can be extended with other parameters such as
I/O speed, load average, and CPU temperature for further
information.

5 Evaluation

5.1 Blockchain network environments

First, we build an indoor testbed with a laptop computer
and four IoT devices. Each IoT device is a single-board RPI
3b+ that could run tasks as normal computers. The hardware

4https://linux.die.net/man/1/free
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Fig. 4 The workflow of
transmitting a new transaction in
Geth

and software configurations of the local blockchain nodes
are shown in Table 1. Figure 7b shows the physical
deployment of the devices. The devices connect to the same
TPlink Wi-Fi router to build the underlying network. On
top of the underlying network, we set up the Ethereum
blockchain network. We necessarily create a custom genesis
file to launch the blockchain client in private deployment.
Moreover, in the genesis file, we need to set a proper level
of diff iculty, which can ensure the data nodes receive
responses in a reasonable time. Another critical parameter
is the block gas limit, which allows the blocks contain
sufficient transactions. Our private blockchain network has
a linear structure that indicates by the arrows in Fig. 7a.
In this scenario, the laptop runs as a mining node, which

has enough power to mine continuously. On the other hand,
the RPI 3b+ serves as a data node, which concentrates on
information sharing.

Second, we construct a private Ethereum network on the
cloud. As illustrated in Fig. 8c, we select GCP and create
three distributed virtual machine (VM) instances. The nodes
have different locations, as shown in Fig. 8a. We allocate
those nodes with light computational resources to simulate
the IoT devices. The configuration of the nodes and their
operating systems are in Table 2. In this case, the underlying
network of private Ethereum is the Internet. We use the
same genesis file as the indoor testbed and form the private
blockchain network over the cloud as in Fig. 8b. In this case,
the underlying network of private Ethereum is the Internet.

Fig. 5 The workflow of
transmitting a new block in Geth
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Fig. 6 Screenshot of monitoring
pattern

Node 1 and 2 serve as data nodes, while node 3 in the middle
serves as the mining node. We use a PC (i.e., local host) with
SSH connections to the nodes to control them and collect
results.

To run both experiments properly, we have to prepare
three important issues as follows.

1) Deploy a smart contract written in Solidity version
0.4.25. The smart contract, which executes the interaction
functionalities of reading and writing information from the
blockchain. Usually, Ethereum performs a charging module
from the sender based on gas consumption and the current
gas price. However, the nodes in a private network suppose
to share information without any actual charge. In our
private deployment, the gas price is set to zero to eliminate
the cryptocurrency cost.

2) Synchronize the system time on all nodes. We expect
to measure the latency on an accuracy level of milliseconds.
Thus, we choose ntpdate to synchronize the system time
on all devices. The ntpdate command sets the local system
time by polling the NTP (Network Time Protocol) servers
specified to determine the correct time, adjusting the time
to microsecond accuracy. We selected a static NTP pool
server5 as the synchronization target to get the highly
accurate time.

3) Install the Web3.js library [10] on every data
node to generate transactions calling the pre-loaded smart
contract automatically. Web3.js is a collection of JavaScript
libraries, which provides a complete Ethereum JSON-RPC
implementation to interact with a local or remote Ethereum
node via HTTP, IPC, or WebSocket. We open an IPC port
for each data node and send transactions every fixed period.
Also, there are other libraries available, such as Web3.py6

or Web3J7

We record the output of the Geth clients with the highest
verbosity, which allows Geth produce the most detailed
information, including all steps (i.e., in Figs. 4 and 5) with
a timestamp. Eventually, we collect the log files together

5IP address: 133.243.238.243
6https://web3py.readthedocs.io/en/stable/
7https://docs.web3j.io/

with the scp (secure copy) tool and extract the timestamp
of the claimed steps for each type of latency using our self-
written bash scripts. We calculate the minimum, average,
and maximum values of different types of latency in each
set of experiments.

5.2 Evaluation in indoor testbed

The latency is evaluated in two scenarios, namely, baseline
scenario and realistic scenario. The former scenario includes
the transaction-oriented latency of transmitting a single
transaction, and the block-oriented latency of transmitting
an empty block since Geth will omit the verification process
on receiving an empty block. The latter scenario is equipped
with additional workloads. For transaction-oriented latency,
we set two workloads: sending 10 and 100 transactions per
time. For block-oriented latency, we set three workloads:
sending blocks containing 1, 10, and 100 transactions.

5.2.1 Baseline scenario

The results in the baseline shows the latency of conveying
a minimal amount of information in this local private
blockchain network. For the transaction-oriented latency,
we measure the time consumption for a transaction to be
transferred from each data node to the mining node 100

Table 1 Configuration of the local nodes

RPI 3b+

Processor 4x Cortex-A53 1.4 GHz

Memory 1 GB

Storage 16 GB MicroSDHC

OS Ubuntu 18.04 LTS

Geth version Geth 1.9.10-stable

Thinkpad laptop

Processor 4x Corei5-7200U 2.5GHz

Memory 8 GB and 2 GB Swap

OS Ubuntu 18.04 LTS

Geth version Geth 1.9.10-stable
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Fig. 7 Deployment of the
private blockchain in the indoor
testbed

(a)

(b)

times. Figure 9 shows the minimum, average, and maximum
value of the measurement. The latency has a positive
relationship with the number of hops. We notice that the
average value increases approximately nine milliseconds
for each hop. Since blockchain transfers messages via the
network connection, we use P ing commands to assessed
the RTT values between two devices 100 times. The average
RTT is 5.047 milliseconds (min: 2.33 ms, max: 21.3 ms),
which means averagely a transaction consumes 4 ms to
be processed and 5 ms to be transferred to the next node.
Moreover, we notice the error bar extends in node 4 and
node 5, especially the maximum value. It means the latency
tend to diversify and become more significant with more
hop.

For the block-oriented latency, we measure the time
consumption for an empty block to be transferred from the
mining node to each data node 100 times. We show the
measurement results in Fig. 10. Again, the latency has a
positive relationship with the number of hops. However,
the nodes only transfer and validate the block header
with no transaction inside a block. There is no need for

transaction verification and subsequent state modification.
Hence, latency in the baseline scenario can be regarded as a
reference to the following realistic scenario

5.2.2 Realistic scenario

The results in the realistic scenario show the latencies
with workloads. For the transaction-oriented latency, we
measure the time consumption of transmitting 10 and
100 transactions. Figure 11 shows the results of two
workloads. Comparing to the baseline, we can see that at
each node, processing more transactions spends more time.
For each workload, the latency also has an approximately
linear increase along with the number of hops. Notice
that when we transfer ten times the transactions, the
latency is not ten times the previous one. It is because
the blockchain receives transactions continuously. They
don’t wait until a transaction is verified to accept the next
one. Moreover, the error bar is bigger when the number
of transactions is larger. The reason is related to the
RTT. The blockchain network transmits each transaction
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Fig. 8 Deployment of private Ethereum blockchain on the cloud

independently. Therefore, there more transactions are sent,
the more RTTs will be added to the latency. The RTT value
is affected by the network condition. Thus, the latency is
more diverse when transmitting more transactions.

For the block-oriented latency, we measure the time
consumption of transmitting a block with 1, 10, and 100
transactions. Figure 12 shows the results of the latency in
those three scenarios. Comparing to the baseline, we can
observe that at each node, transmitting a block with more
transactions spends more time (the relationship of block size
and transaction is shown in Fig. 13.) For each workload,
the latency value linearly increases following the number of
hops. A block with one transaction consumes approximately

Table 2 Configuration of cloud nodes

Node CPU Memory OS Location

Node 1 2 vCPUs 2 GB Ubuntu 18.04 Northen Europe

Node 2 2 vCPUs 2 GB Ubuntu 18.04 Western America

Node 3 4 vCPUs 4 GB Ubuntu 18.04 East Asia

50 ms more than an empty block. That is the time for
the client to start the verification process. Moreover, the
latency in the one transaction case is close to that in the 10
transactions scenario, which means to verify a transaction is

Fig. 9 Transaction-oriented latency in the baseline scenario
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Fig. 10 Block-oriented latency in the baseline scenario

quicker than initialize the verification process. Additionally,
we can observe that, for the latency in 100 transaction-
case. The first hop from the mining node to the data
node consumes averagely 148.32 milliseconds. Other nodes
spend roughly 50 milliseconds for each hop. It is because
each node propagates blocks before processing them locally.
Ethereum holds this mechanism to propagate blocks to the
entire network as soon as possible. We also notice that
the transaction-oriented latency is lower than the block-
oriented latency when transmitting 1 or 10 transactions,
while the block-oriented latency is more significant than
the transaction-oriented latency when transmitting 100
transactions.

5.2.3 Performance monitoring

We enable the monitoring tools on each local RPI node to
inspect resource consumption for two hours, during which
those nodes send one transaction per second with the miner
engaged. The network involved 647 blocks containing about

Fig. 11 Transaction-oriented latency in the realistic scenario

Fig. 12 Block-oriented latency in the realistic scenario

28800 transactions over the duration. The performance
parameters supporting the network are list as following:

Disk space usage: The increment of used disk space
on each local node is shown in Fig. 14a. Throughout
the monitoring, the involved transactions, blocks, plus
execution results are stored in disk space. The size of a block
depends on the number of transactions inside, as Fig. 13
indicates. An empty block takes 537 Bytes space, and each
transaction takes about 200 Bytes (various on different types
of transactions.) However, the local RPI nodes record the
Geth log activities, which primarily occupy the disk space
increment. By decreasing the verbosity of the client output,
the RPI nodes can significantly save disk space usage.

Memory usage: In our experiments, all the RPI nodes
consume 256 KB swap space, which is negligible. Thus,
we present the memory variation on each non-mining
node in Fig. 14b. It indicates that the non-mining RPI
nodes need approximately 650 MB memory. The memory
is consumed by Geth and Web3.js library. Geth keeps

Fig. 13 Relationship between the block size and the number of
transactions inside the block
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Fig. 14 Performance monitoring results of non-mining node in the indoor testbed

unmined transactions and the state trie in memory space,
which is dynamically adjusted by mined transactions’
execution results. Notice that transactions are produced
on each RPI node locally. Alternatively, we can install
the RPC remotely from another device to reduce memory
consumption. However, the measurement latency will likely
become inaccurate.

CPU utilization: The CPU utilization rate of each
node is shown in Fig. 14c. We use iostat command to
capture the results. The RPI nodes consume approximately
2% of the CPU because the verification of blocks and
transactions do not require massive calculation. On the
contrary, according to our observation, the mining process
consumes almost all of the CPU on the laptop. The CPU
utilization is slowly growing because iostat command
calculates the average CPU time since it was booted. While,

Table 3 Throughput on RPI nodes (Bytes/s)

Node 1 Node 2 Node 3 Node 4

Idle 232.63 219.65 222.94 122.78

Running 4837.23 4623.88 4759.25 2042.71

from a long-lasting view, the CPU utilization is stable on
RPI nodes.

Network throughput : We first monitor the idle
situation, in which the nodes are connected without mining
or sending transactions. The nodes keep confirming the
peer connections and checking the highest block. We
then investigate the running situation, in which the miner
starts mining, and all non-mining nodes keep submitting
transactions one per second. Figure 14d shows the amount
of transmitted and received data on the wireless interface
of each RPI in the running situation. The first three nodes
transmit more data than received because they have two
peers to propagate, while node 4 only has one. We calculate
the total throughput of both situations in Table 3. The
throughput of node 4 in both situations is approximately half
of the other nodes.

Table 4 Average memory space usage of three states (MB)

States Idle Connected Running

Node 1 198.46 245.48 687.78

Node 2 195.84 244.89 682.54

Node 3 246.83 293.92 378.97
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Table 5 Total network throughput (MB/s)

States Connected Running

Node 1 0.185 1.929

Node 2 0.191 1.859

Node 3 0.236 3.738

We first monitor the idle situation, in which the nodes
are connected without mining or sending transactions. The
nodes keep confirming the peer connections and checking
the highest block. We then investigate the running situation,
in which the miner starts mining, and all non-mining nodes
keep submitting transactions one per second. Figure 14d
shows the amount of transmitted and received data on the
wireless interface of each RPI in the running situation. The
first three nodes transmit more data than received because
they have two peers to propagate, while node 4 only has
one. We calculate the total throughput of both situations
in Table 3. The throughput of node 4 in both situations is
approximately half of the other nodes (Tables 4 and 5).

5.3 Evaluation in cloud-based network

5.3.1 Latency evaluation

We evaluate the two types of latency of single-hop in the
blockchain network deployed on the cloud (i.e., the structure
is in Fig. 8b). The difference between this network and
the indoor one is that the round trip time (RTT) is distinct
in long-distance data transmission. We initially measure
the RTT using the P ing command. The average RTTs are
presented in Table 6. Before the latency measurement, we
also synchronize every node’s system time to an NTP server
for accuracy. Then we estimate transaction-oriented latency
and block-oriented latency from node 1 and 2 to node 3.

T ransaction − oriented latency: Since Ethereum
propagates each transaction separately and continuously, we
collect the transaction-oriented latency of 1000 transactions
in this evaluation. The latency values on each node are
shown in Fig. 15. Averagely, Node 1 needs 149.53 ms
to send a transaction to node 3 on average, while node
2 needs 71.23 ms. Compared with the local network,
the latency is more stable, taking advantage of robust

Table 6 Average latency to node 3 (ms)

node 1 node 2

Ping 297.36 139.67

Transaction-oriented latency 149.53 71.23

Block-oriented latency (empty) 151.82 73.17

Block-oriented latency (filled) 181.01 121.57

Fig. 15 Transaction-oriented latency in the cloud deployment

network infrastructure over the cloud platform. Moreover,
the average latency value is almost half of the RTT.

Block − oriented latency: In this evaluation, we
first measure the block-oriented latency of transmitting an
empty block, revealing block-oriented’s baseline. Then, we
measure the latency in the case of non-empty blocks. The
results are presented in Fig. 16. An empty block contains
only the block header, which can be loaded in few TCP
packets. Thus, the block-oriented latency of empty blocks
has a similar performance with transaction-oriented latency
in Table 6, near half of the RTT. With transactions filled to
the block body, a block’s size varies from 1000 to 10000
bytes. The block-oriented latency becomes larger.

5.3.2 Performance monitoring

Disk space usage: During the mining process, the blocks
are periodically produced (i.e., about 10 seconds per block).
The number of blocks and the corresponding increment of
disk space usage on each node is shown in Fig. 17a. Geth

Fig. 16 Block-oriented latency in the cloud deployment
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(a) (b)

(c) (d)

(e) (f)

Fig. 17 Performance monitoring results in the cloud-based network

uses its specialized key-value database [12] to store account
address and its mapped value. It also uses Merkle Patricia
Trie (MPT) to store sequenced transactions. Because we
keep calling the same smart contract without introducing
new accounts or codes, the subsequent transactions come
into effect by modifying the previous value. Therefore,
disk space usage is mostly lower than the accumulated
block size (i.e., 1152 bytes per block on average), revealing
the merit of private Ethereum blockchain with predefined

functionalities. Moreover, node 3 keeps a steady growth,
while node 1 and node 2 have the same tendency with a
point of inflection related to the database behavior.

Memory usage: In the experiment, we did not observe
the devices consuming swap space. Thus, we present the
memory variation, which is the RAM space usage, on
each node in Fig. 17b, c and d with three states. We
boot up our devices without doing anything in idle state,
representing the baseline memory usage. Then, we start the
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Geth clients and connect without sending transactions or
mining. Nodes only maintain the connection with necessary
communication, which consumes minimal memory space
in connected state. Then we start Web3.js and the mining
work, which turn to the running state. The average value
is shown in Table 4. We can notice that the used memory
space increment from idle to connected is roughly 50
MB, represents the memory space a node run statically
consumes. Afterward, the mining process occupies 85.05
MB, while the Web3.js occupies 439.98 MB on average.
The results indicate the current popular interaction method,
Web3.js, consumes appreciable memory space.

CPU utilization: Figure 17e shows the immediate CPU
utilization of each node, which is the percent of CPU time
used by user . The mining node consumes approximately
99.67% of the CPU time because solving Pow problems
requires significant calculation power. On the contrary,
the non-mining nodes consume 0.84% and 0.79% of the
CPU time, respectively, which also need to verify received
transactions and blocks. The results prove that the Ethereum
PoW problem is hard-to-solve and easy-to-verify.

Network throughput : Considering the network
throughput, we also evaluated the connected and running

states. The total network throughput is concluded in
Table 5. According to the ETH protocol, nodes continu-
ously confirm the connection and share the latest block
in the connected state. Those data are also emitted when
transferring transactions or blocks. Therefore, the data
transmitted in the running state is mostly caused by trans-
actions and blocks. Moreover, due to node 3 having two
times the number of peers than node 1 and 2, the total
throughput also approximately doubled. While we look
detailed into transmitted and received data in Fig. 17f, node
1 and 2 send transactions at the same frequency. They have
a nearly equal transmission and receiving. However, node
3 receives a little bit lower than transmitted, for it rejects
some redundant transmission.

6 Conclusion and future work

The private blockchain with many advanced features is the
potential technology for many IoT applications. However, in
general, the blockchain deployment is considerably heavy
to the IoT devices. Hence, it is crucial to understand
the blockchain performance in IoT scenarios. This paper
introduces an experimental study that reveals various
performance parameters of private Ethereum networks in
IoT scenarios. Our first focus is the latency performance.
We have clarified two types of latency (i.e., transaction-
oriented and block-oriented latency) and presented the
measurement methodology. The method is effective to get
the latencies in the indoor testbed and the cloud-based
blockchain network. The results give us an observation

of the latencies’ relationship with the number of hops.
Additionally, we implement lightweight monitoring tools,
which use Linux internal commands. We use the tools to get
various performance parameters of the nodes running the
Ethereum implementation.

In the future, first, we plan to extend our work by
considering complex structures instead of linear ones in
this work. The complex structure will likely appear in real
applications, where the node discovery protocol randomly
forms the blockchain network topology. Each node, which
has a different number of peers, will propagate full blocks
to a portion of their peers while transmitting block header to
the remaining peers. The path of block propagation becomes
uncertain, and the latency also diverse in this circumstance.
Second, we are going to investigate the latency performance
of executing more complex smart contracts. In a real
deployment, we need to quantify the impact of the various
execution’s impacts on the latency. Finally, we will extend
the monitoring system to include more blockchain, system-
related parameters.
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